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We establish a framework to investigate the local differences of two multivariate data samples, as measured by a statistically significant two-sample test. This framework identifies the locally significant difference regions by computing local test statistics based on the squared difference of two kernel density estimators. The key differences between the data samples are concentrated in these significantly different regions. We illustrate the visualisation and interpretation of local significant differences for simulated data, and their potential in the role of biomarker discovery for biological/biomedical data.
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1. Introduction

In the context of two-sample testing, the classical $t$-test compares the location of two population means. There has been much interest in generalising this test. Amongst the most widely known nonparametric tests for one-dimensional continuous data are the Kolmogorov–Smirnov, Wald–Wolfowitz and Mann–Whitney tests (see the monograph of Gibbons and Chakraborti 2003). Approaches developed by Bickel (1969), Friedman and Rafsky (1979) and Liu and Singh (1993) generalise these to multivariate data. Though generally, these have not been met with the same wide acceptance as their univariate antecedents.

Since the $t$-test is a comparison of the two normal density functions with a common variance, it is plausible that a testing procedure based on more general density estimators will be more flexible. The generalisation to normal densities with unequal variances (the so-called Behrens–Fisher problem) has been provided by Nel and van der Merwe (1986). Generalising this idea further by replacing a parametric density with a nonparametric density estimator has lead to a vast body of work which we do not attempt to review comprehensively here. Since we propose a kernel density estimator-based method, we cite only a few references for tests based on these: the $L_2$ discrepancy
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between density functions of Anderson, Hall and Titterington (1994), the empirical likelihood ratio test statistic of Cao and Van Keilegom (2006), the $L_2$ discrepancy between characteristic functions of Alba Fernández, Jiménez Gamero and Muñoz García (2008), the common area test statistic of Martínez-Camblor, De Uña-Álvarez and Corral (2008) and the density ratio/relative density approach of Molanes-López and Cao (2008). We take as our starting point the $L_2$ discrepancy of Anderson et al. (1994) due to its amenability for mathematical analysis. In this sub-class, subsequent contributions include Li (1999), Baringhaus and Franz (2004), Borgwardt et al. (2006) and Duong, Goud and Schauer (2012). We adopt the approach of Duong et al. (2012) which, unlike the much of the preceding work, relies on the asymptotic results to compute the sampling distribution of the test statistic, rather than on resampling methods. These authors believe that the reliance on resampling schemes inhibited the wider user of kernel-based testing, outside the statistical computing community, and especially amongst experimental scientists. From a mathematical point of view, asymptotic methods provide insight into the behaviour of the test statistic which is not always apparent from finite sample resampling, for example, the role of the smoothing parameters.

Nonparametric density estimates typically allow good estimation over the sample space. When they are used in a two-sample comparison, they are usually condensed into a global criterion, for example, via integration or various norms, leading to a single binary decision whether the two density estimates are equal or not as evaluated over the sample space. This type of global binary result can leave much of the local structure concealed. In this manuscript, we examine the problem of finding the regions of the sample space where the two data sets are the locally most different. In a chi-squared test of the homogeneity of two samples, if an overall statistically significant result is obtained, then post hoc tests can be applied to the sample counts within each partition class to establish which of these are main contributors to overall statistical significance (see Cox and Key 1993). Applying these post hoc chi-squared tests to determine the significantly different partition classes of discretised density functions was first posited by Roederer and Hardy (2001) and recently refined by Duong, Koch and Wand (2009). The novelty we introduce is to use smooth kernel density estimates in place of discretised density estimates, to take advantage of the well-known statistical properties of the latter over the former (see Scott 1992; Simonoff 1996 for an overview). The analysis of the global difference of the kernel density estimates was examined in Hall and Wand (1988) for discriminant analysis. Sugiyama et al. (2012) and references therein provide a review of recent developments of density differences in other situations. We extend the analysis of density differences to a local inferential framework.

In Section 2, we generalise the global hypothesis testing framework to local squared differences and provide an algorithm to construct locally significantly different regions where the sample densities are most different. In the last section, we provide graphical visualisations and simulation studies of these locally significantly different regions on simulated and real data.

2. Local significant difference regions

To test the null hypothesis of global equality $H_0 : f_1 \equiv f_2$ of two density functions $f_1$ and $f_2$, we require a discrepancy measure between the two density functions. The $L_p$ norm is a popular candidate, with $L_1$, $L_2$ and $L_\infty$ the most commonly used. Allen (1997), Louani (2000) and Biu and Györfi (2005) examine the $L_1$ case, with the latter also concerned with the $L_\infty$ supremum norm, whereas Anderson et al. (1994) investigate an $L_2$ criterion $T = T(f_1,f_2) = \int_{\mathbb{R}^d} [f_1(x) - f_2(x)]^2 \, dx$. It is shown by Duong et al. (2012) that a direct plug-in estimator for the global test statistic $T$ of the form $\hat{T} = \int_{\mathbb{R}^d} [\hat{f}_1(x) - \hat{f}_2(x)]^2 \, dx$ is undesirable since it (a) requires numerical integration and (b) lacks closed-form distributional results. On the other hand, it is useful to consider a plug-in local test statistic.
Let \( \{X_1, X_2, \ldots, X_m\} \) and \( \{Y_1, Y_2, \ldots, Y_m\} \) be \( d \)-variate random samples from their respective common densities \( f_1 \) and \( f_2 \). The kernel density estimates of \( f_1 \) and \( f_2 \) are

\[
\hat{f}_1(x; H_1) = n_1^{-1} \sum_{i=1}^{n_1} K_{H_1}(x - X_i), \quad \hat{f}_2(x; H_2) = n_2^{-1} \sum_{j=1}^{n_2} K_{H_2}(x - Y_j),
\]

where \( K \) is the kernel function with \( K_{H_1}(x) = |H_1|^{-1/2} K(H_1^{-1/2} x) \) and \( H_\ell \) is a bandwidth matrix, for \( \ell = 1, 2 \). At a non-random point \( x \), we consider the local hypothesis \( H_0(x) : f_1(x) = f_2(x) \) using the analogous local test statistic \( \hat{U}(x) = [\hat{f}_1(x; H_1) - \hat{f}_2(x; H_2)]^2 \). Investigating local differences between multivariate data point clouds in terms of the difference of density functions was suggested by Duong et al. (2009) who applied chi-squared test to discretised data. Our proposed test bypasses this discretisation, thus avoiding any source of inaccuracy induced here. The key result of our testing procedure is the asymptotic chi-squared distribution of \( \hat{U}(x) \), presented in the following theorem.

**Theorem 2.1** Suppose that the following conditions hold. For \( \ell = 1, 2 \),

- (F) the target densities \( f_\ell \) are bounded and continuous;
- (H) the bandwidths \( H_\ell = H_\ell(n_\ell) \) are a sequence of symmetric positive definite matrices such that all elements of \( H_\ell \rightarrow 0 \) and \( n_\ell^{-1}|H_\ell|^{-1/2} \rightarrow 0 \) as \( n_\ell \rightarrow \infty \);
- (K) the kernel \( K \) is a symmetric, square integrable probability density function and such that \( \int_{\mathbb{R}^d} xx^T K(x) \, dx = m_2(K) I_d \) for some real number \( m_2(K) \) and \( I_d \) is the \( d \times d \) identity matrix, and \( R(K) = \int_{\mathbb{R}^d} K(x)^2 \, dx \).

Further suppose that local null hypothesis \( H_0(x) : f_1(x) = f_2(x) = f(x) \) holds for a non-random point \( x \). Then,

\[
\sigma_{\hat{U}}^2(x) \hat{U}(x) \xrightarrow{d} \chi_1^2,
\]

where \( \sigma_{\hat{U}}^2(x) = (n_1^{-1}|H_1|^{-1/2} + n_2^{-1}|H_2|^{-1/2})R(K)f(x) \) and \( \chi_1^2 \) is a chi-squared distribution with 1 degree of freedom.

**Proof** The classical result of Parzen (1962), relying on that kernel density estimators are local means, shows their asymptotic normality via appropriate central limit theorems. Thus, we can write that \( n_\ell^{-1}|H_\ell|^{-1/2} \int f_\ell(x; H_\ell) \, dx \rightarrow N(0, 1) \) as \( n_\ell \rightarrow \infty \), using expressions for the mean and variance of \( \hat{f}_\ell \) from Wand (1992). Under the null hypothesis \( f_1(x) = f_2(x) = f(x) \), the difference \( \hat{U}^{1/2} = \hat{f}_1 - \hat{f}_2 \) follows

\[
[(n_1^{-1}|H_1|^{-1/2} + n_2^{-1}|H_2|^{-1/2})R(K)f(x)]^{-1/2} \hat{U}(x)^{1/2} \xrightarrow{d} N(0, 1).
\]

The remaining unknown in the asymptotic formula is the parameter \( \sigma_{\hat{U}}^2 \). The bandwidth matrices are consistently estimated using the plug-in selectors \( \hat{H}_1, \hat{H}_2 \) of Duong and Hazelton (2003). Then, \( \hat{\sigma}_{\hat{U}}^2(x) = R(K)[n_1^{-1}|\hat{H}_1|^{-1/2}\hat{f}_1(x; \hat{H}_1) + n_2^{-1}|\hat{H}_2|^{-1/2}\hat{f}_2(x; \hat{H}_2)] \).

What is left is the adjustment for multiple correlated testing. We adapt the approach used by Duong, Cowling, Koch and Wand (2008) in the context of one-sample significance testing, relying on the Hochberg (1988) adjustment to control the family-wise level of significance \( \alpha \). Our proposed algorithm to find locally different regions based on the set of local hypothesis tests \( \{H_0(x) : f_1(x) = f_2(x), x \in \mathbb{R}^d\} \) is as follows:

1. For all estimation points \( x_j, j = 1, \ldots, m \), compute the test statistic \( X_j^2 = \hat{\sigma}_{\hat{U}}^2(x_j) \hat{U}(x_j)^2 \) and the corresponding \( p \)-value \( P_j = \mathbb{P}(X_j^2 \geq \chi_1^2) \). A common choice of the estimation points is a
fixed uniform grid of points, for example, \((d, m) = (1, 401), (2, 151^2), (3, 51^3)\) as typical grid sizes used in kernel density estimation (Wand 1994).

(2) Apply the Hochberg (1988) multiple adjustment to these \(m\) local hypothesis tests. Sort these \(p\)-values into ascending order \(P_{(1)}, \ldots, P_{(m)}\). Define \(j^* = \text{argmax}_{1 \leq j \leq m}(P_{(j)} \leq \alpha/(m - j + 1))\). The rejection region is \(\{x_j : P_{(j)} \leq j^*, 1 \leq j \leq m\}\).

(3) For all points \(x_j\) in the rejection region,
- if \(\hat{f}_1(x_j; \mathbf{H}_1) > \hat{f}_2(x_j; \mathbf{H}_2)\), then conclude that \(f_1(x_j) > f_2(x_j)\);
- if \(\hat{f}_1(x_j; \mathbf{H}_1) < \hat{f}_2(x_j; \mathbf{H}_2)\), then conclude that \(f_1(x_j) < f_2(x_j)\).

3. Numerical study

3.1. Bivariate simulated data

For a simulation study, we compare pairs of bivariate mixture normal densities, taken from Duong et al. (2012) as a testing ground for the finite sample performance of our proposed test. The first pair \(N((-1/2, 0), \mathbf{I}_2)\) and \(N((1/2, 0), \mathbf{I}_2)\) are two single normal densities with identity variance and whose means are separated by a distance of 1, so this can be treated as a base case. Pair #2 are both bimodal densities, \(1/2N((1, -1), \Sigma) + 1/2N((-1, 1), \Sigma)\) and \(1/2N((1, -1), \Sigma) + 1/2N((-1, 1), \Sigma)\) where \(\Sigma = [4/9 4/15; 4/15 4/9]\). The lower right components are almost the same but the upper left components are different so this is potentially a challenging case to distinguish between two finite samples. Both densities in pair #3, \(N((0, 0), \mathbf{I}_2)\) and \(1/2N((0, 0), \mathbf{I}_2) + 1/10N((0, 0), 1/16\mathbf{I}_2) + 1/10N((-1, -1), 1/16\mathbf{I}_2) + 1/10N((-1, 1), 1/16\mathbf{I}_2) + 1/10N((1, -1), 1/16\mathbf{I}_2) + 1/10N((1, 1), 1/16\mathbf{I}_2)\), have (approximately) zero mean and identity variance, though with different internal structure, so would most likely benefit from a density-based test. The contour plots and difference regions of these test densities are displayed in Figure 1. Our aim is not to estimate these entire difference regions, but the most influential subsets of them.

For each pair, we take two random samples of size \(n = n_1 = n_2 = 1000\) and 10,000 from density #1, and two random samples from each of density #1 and density #2. We compute the kernel-based global \(p\)-values and locally significantly different regions, using the functionality provided in the \(\text{kde}\) library (Duong 2007) in the \(R\) statistical programming language.

For the locally significant regions, we fix the level of significance at \(\alpha = 0.05\). In Figure 2, the dark grey region is where density #2 is significantly greater than density #1, light grey is where density #1 is significantly greater density #2 and otherwise is where the densities are equal. As expected, the regions are uniformly larger for the larger sample size. For Pair #1, the locally significant regions are centred around the modes of the two individual densities. For Pair #2, for \(n = 1000\) only small locally significant regions appear, whereas for \(n = 10,000\), these regions more clearly show the differences in the upper left modes. For Pair #3, the dark grey regions are more compactly delimited than the light grey regions, indicating that for this pair, it is easier to distinguish where density #2 is more abundant at its five local modes than vice versa.

In Figure 2, for comparison, we computed the locally significant regions based on the method of Duong et al. (2009) who used the PRIM (Patient Induction Rule Method) to partition the data sets for a chi-squared test. First, the sample of density #1 are labelled 1, and density #2 are labelled \(-1\). The PRIM algorithm builds rectangular regions where the sample mean of the labels exceeds given thresholds, which are 0.3 and \(-0.3\) in our case, based on thresholds computed by a data-based algorithm provided by Duong et al. (2009). The minimum size of the rectangles is set to be 5% of the combined sample size for \(n = 1000\) and 2.5% for \(n = 10,000\). The algorithm searches for rectangles where one density tends to outnumber the other. Compared to the kernel-based difference regions, PRIM regions are located in the same general area of the sample space, but
the latter, due to their rectangular construction, do not follow the structure of the data as the former. The PRIM algorithm results in some dark grey regions in the lower right corner which are spuriously significant since visual inspection of the true densities indicates little difference between the two densities. Thus, kernel-based difference regions are preferred here.

To check the performance of Hochberg’s (1988) procedure to control Type I and Type II errors for finite samples, we compare the samples drawn from the second density in each of the target density pairs, providing a range of density shapes, for a nominal level of significance of $\alpha = 0.05$. The first sample is drawn from the density, and the second sample is drawn from the same density translated by $\mu$ in the $x$-axis, for $\mu = 0.0, 0.1, \ldots, 0.8$. For the sample sizes $n = 1000, 10,000$, we calculate the any power rate, that is, the proportion of the $N = 100$ trials where at least one $x$ in the grid defined on $[-3,3] \times [-3,3]$ leads to a rejection of the local null hypothesis $H_0(x)$. For $\mu = 0$, this gives an empirical estimate of the level of significance $\bar{\alpha}$. Hochberg’s (1988) procedure guarantees a family-wise error rate at all testing points to be no greater than $\alpha$ rather than exactly $\alpha$, so our results $\bar{\alpha} = 0.00$ for all cases, except $\bar{\alpha} = 0.02$ for Pair #2, $n = 10,000$, are consistent with this. This is the first column in Table 1. These furthermore indicate that the proposed testing procedure is more conservative than indicated by the nominal level of significance $\alpha = 0.05$. In the remaining columns, we examine the case where the alternative hypothesis ($\mu = 0.1, 0.2, \ldots, 0.8$) holds to compute the estimated powers of the test $1 - \hat{\beta}$. For $n = 1000$, the test has low power until a higher value of $\mu$, whereas for $n = 10,000$, the test correctly rejects the null hypothesis for a smaller separation $\mu$.

Another important property is the behaviour of the estimated level of significance and any power rate of the test as functions of the bandwidth. To verify these, we take the case of comparing samples from the second density from the target density pairs against the same density, and against the same density translated by $(0.6, 0)$ as this separation of two normal mixture distributions leads to excellent power, so it will allow us to examine how the power changes as the bandwidth changes.

Figure 1. Bivariate target density pairs. The first row are contour plots. Dashed lines: density #1. Solid lines: density #2. In the second row, the difference regions are coloured as follows: light grey: density #1 > density #2; dark grey: density #1 < density #2.
In Table 2, the fifth column ($\gamma = 1.0$) is the base case with the data-based optimal bandwidths $\hat{H}_1, \hat{H}_2$. The other columns are the level of significance and power of the tests carried on the same sample data with the bandwidths $\hat{H}_1^\gamma, \hat{H}_2^\gamma$, $\gamma = -1.0, -0.5, 0.0, 0.5, 1.5, 2.0, 2.5, 3.0$. Since $|\hat{H}_1|, |\hat{H}_2| < 1$, then using $\gamma > 1$ leads to undersmoothing, and $\gamma < 1$ leads to oversmoothing.
Table 1. Empirical level of significance and any power rate for the comparison of samples from the second density from the target density pairs against the same density translated by \((\mu,0)\), for a nominal level of significance \(\alpha = 0.05\).

<table>
<thead>
<tr>
<th>Separation ((\mu))</th>
<th>(\hat{\alpha})</th>
<th>(1 - \hat{\beta})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pair #1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Pair #2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.02</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Pair #3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes: The two sample sizes considered are \(n = 1000, 10,000\). The first column with \(\mu = 0\) gives the estimated level of significance \(\hat{\alpha}\) and the remaining columns with \(\mu > 0\) give the estimated any power rate \((1 - \hat{\beta})\) for these alternative hypotheses.

Table 2. Empirical level of significance and any power rate, as functions of varying bandwidths for a nominal level of significance \(\alpha = 0.05\).

<table>
<thead>
<tr>
<th>Bandwidth exponent ((\gamma))</th>
<th>(-1.0)</th>
<th>(-0.5)</th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level of significance ((\hat{\alpha}))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pair #1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.32</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Pair #2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.36</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Pair #3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.42</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Power ((1 - \hat{\beta}))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pair #1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.13</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.46</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.35</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.81</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Pair #2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.12</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.30</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.33</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Pair #3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 1000)</td>
<td>0.22</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(n = 10,000)</td>
<td>0.41</td>
<td>0.02</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Notes: Each entry in the upper half is the estimated level of significance \(\hat{\alpha}\), for the comparison of samples from the second density from the target density pairs against the same density. Each entry in the lower half is the estimated any power rate \((1 - \hat{\beta})\), for the comparison of samples from the second density from the target density pairs against the same density translated by \((0.6,0)\). The two sample sizes considered are \(n = 1000, 10,000\). The fifth column \((\gamma = 1.0)\) is the base case with the optimal bandwidths \(\hat{H}_1, \hat{H}_2\). The other columns are with the bandwidths \(\hat{H}_1^\gamma, \hat{H}_2^\gamma\). Since \(|\hat{H}_1|, |\hat{H}_2| < 1\), then using \(\gamma > 1\) leads to undersmoothing and \(\gamma < 1\) leads to oversmoothing.

In the upper half of Table 2, for \(\gamma = 1, 1.5\), the bandwidths \(\hat{H}_1^\gamma, \hat{H}_2^\gamma\) exhibit the closest empirical levels of significance to the nominal level \(\alpha = 0.05\). Though we note that for all \(\gamma > -1\), the empirical levels are less than 0.05, indicating that undersmoothing and mild oversmoothing do not over-estimate the level of significance. Only for the highly oversmoothed case \((\gamma = -1)\) do the empirical levels exceed the nominal level. In the lower half of Table 2, for \(\gamma = 0, 0.5, 1, 1.5\),
the bandwidths $\hat{H}_1', \hat{H}_2'$ exhibit good power. It appears that moderate under- or oversmoothing does not affect power, though the highly undersmoothed $\gamma = 2, 2.5, 3$ and oversmoothed cases $\gamma = -1, -0.5$ result in poor power performance. We recall that the optimal bandwidths used here are computed according to Duong and Hazelton (2003) and minimise the squared error for density estimation, which does not necessarily imply that they would be optimal for local significance testing. Fortuitously, these bandwidth matrices are contained in a range of bandwidth matrices which yield good empirical level of significance and power properties.

3.2. Univariate simulated data

The theory presented in the previous section is not restricted to only multivariate data. Upon inspection, it is straightforward to simplify these multivariate results to univariate data. To verify
the finite sample behaviour, we have taken one-dimensional versions of the bivariate density pairs which we considered earlier. Pair #1 is \(N(0, 1/2)\) versus \(N(1/2, 1/2)\), two normal shifted densities. Pair #2 is \(1/2N(1/2, 1/2) + 1/2N(-1, 1/2)\) versus \(1/2N(1/2, 1/2) + 1/2N(-1, 1/3)\), two bimodal densities with one similar component and one differing component. Pair #3 is \(N(0, 1)\) versus \(1/2N(0, 1) + 1/4N(1, 1/4) + 1/4N(-1, 1/4)\) which have (approximately) overall zero mean and unit variance but with different internal structure. The plots of these density pairs are given in the first row of Figure 3. For sample sizes \(n = 100, 1000\), in the subsequent two rows are the true density differences \(f_1 - f_2\) (solid lines) and the estimated density differences \(\hat{f}_1 - \hat{f}_2\) (dashed lines). The local difference regions are plotted as a rug-like plot: the intervals on the \(x\)-axis are coloured in light grey for \(\hat{f}_1 > \hat{f}_2\) and dark grey for \(\hat{f}_1 < \hat{f}_2\). Overall, we deduce that whilst \(n = 100\) is sufficient for reasonable density estimation, it is not sufficient in these cases to estimate reliably local significant difference regions. Therefore, focusing on the latter sample size \(n = 1000\), we see that the local significant regions correspond closely to local extrema (peaks and valleys) in the individual densities, as expected. We note that they also appear in the ‘shoulders’ of the densities where there are no local extrema, for example, the leftmost light grey regions for pairs #2 and #3 where large differences in probability mass are present.

3.3. Multivariate real data

There is vast interest in the identification of biomarkers in biological/biomedical data. A biomarker is the characteristic signature of a disease, mutation, effect of drug treatments, etc. which distinguishes it from the control sample. A commonly used technology for biomarker discovery is flow cytometry where the fluorescence properties of marker proteins inside cells are measured.

Figure 4. GvHD (graft-versus-host disease) biomarker discovery for (CD3, CD8) flow cytometry fluorescence measurements. Left: scatter plot for a control patient. Centre: scatter plot for a GvHD patient. Right: The \(\alpha = 0.05\) local difference regions where GvHD patient levels are significantly higher. In the upper right difference regions (circled) of elevated levels of all (CD3, CD4, CD8) antibodies is a potential biomarker for the disease.
These marker proteins are proxies for the presence of specific cellular structures. We take the measurements from a control patient and a patient with GvHD (graft-versus-host disease), 32 days after each patient received a bone marrow transplant. GvHD occurs when the immune cells in the grafted bone marrow begin to attack the tissues in the host recipient. Since CD3, CD4 and CD8 are marker proteins associated with immune responses, they are good candidates to be GvHD biomarkers. As is usual in flow cytometry data analysis, the fluorescence levels are transformed using an inverse hyperbolic sine and pre-processed to remove the measurements from dead cells. This leaves a control patient sample consisting of $n_1 = 7566$ cells and a GvHD patient sample of $n_2 = 10,142$ cells. A different version of this data set has been already analysed in Chacón, Duong and Wand (2011), who in turn received the data originally from Brinkman et al. (2007). In Figure 4, on the left is the scatter plot of a subsample of 1000 cells from a control patient and in the centre that from a GvHD patient. On the right are the locally significant difference regions. The most interesting region for biomarker discovery is in the upper right (as indicated by the circle) since it is isolated from the ‘main’ sample. This indicates a relative enrichment of all CD3, CD4 and CD8 antibodies levels concurrently in a GvHD patient with respect to a control patient. This concurrent enrichment in CD3, CD4 and CD8 is a potential biomarker for GvHD. In the long term, drugs which block the action of CD3, CD4 and CD8 could thus potentially play a role in treating this disease.
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